Sequential
games



‘_L Sequential games

/A seqguential game Is a game where one\

player chooses his action before the
others choose thelr.

We say that a game has perfect
Information If all players know all moves

\that have taken place. /




‘_L Sequential games




i Sequential games

ﬁVe may play the dating game as a

"

sequential game. In this case, one player,
say Connie, makes a choice before the other.

Connie
Football | Drink
Football | (20,5) (0,0)
Roy _
Drink (0,0) (5,20)

~

/




i Game tree

/ Connie \

Football

Roy Roy

Football

Drink Football Drink

(205)  (0,0) (0,0) (5,20)

\ Payoffs to: (Roy,Connie) /




i Backward induction

/ Connie

Football

\ Drink Football 7
\ /

\ R4
(20,5) (0,0) (0,0)

\ Payoffs to: (Roy,Connie)

(5,20)

\

/




i Backward induction

/ Connie

Football , ©
(20,5) el (5,20)
FOOth\ \\\Drink Football/ Drink
\ /
(205)  (00) (0.0 (5.20)

\ Payoffs: (5,20)

\




i Game tree

/Suppose Roy chooses first. \

Roy

Football Drink

Connie Connie

Football

Drink Football Drink

(20,5) (0,0) (0,0) (5,20)
Payoffs to: (Roy,Connie) /




i Game tree

4 Roy

> ( Drink
N

Football

/
\ Drink Football 7 Drink
\ /
\ /

(205)  (00)  (0,0)

\ Payoffs: (20,5)

(20,5) ~< (5,20)

(5,20)




i Game tree

// Connie

/7
Football,

K Payoffs: (5,20)

(20,5) , 7 (5,20)
Footbal/( \Drink  Footbal!
\ /
/

(20,5) ((‘),O) (0,0) (5,20)

)

\ =
N Drink

Football

(20,5) N (5,20
Football \\Drink Football I/Nrink
/

(20,5) (0?0) 0,00  (5,20)

Qas an advantage.

K Payoffs: (20,5) /

/

In dating game, the first player to choose




‘_L Game tree

fl\/lodified rock-paper-scissors

~

Column player

Rock | Scissors
Row | Rock 0,00 | (1,-1)
player | Paper | (1-1) | (-1,1)

\_

%




‘_L Game tree

//

Rock /
/

(0.0)

o

Column

Paper Rocbl
/

(1,-1) (1,-1) (-1,1)

Payoffs: (1,-1)

/

(0,0)

o

(1,-1) (1,-1)
Payoffs: (0,0)

(_1!1)
N Scissors Roc5/ \:issors
\
\ /

('1’1)

/

Qlayer to choose has an advantage.

In modified rock-paper-scissors, the second

/




‘_L Game tree

g

risoner’s dilemma

Peter
Confess| Deny
Confess| (-3,-3) | (0,-5)
John
Deny | (-50) | (-1,-1)




i Game tree

Confess

(-3,-3) (-%,O) (0,-5)
K Payoffs: (-3,-3)

(01_5)
\Deny Confess
\
A}

\Deny
\

('1"1)

/

\player to choose first.

N\
\Deny
N\

Confess

(-3,-3) (0,-5) (-5,0)
Payoffs: (-3,-3)

o

('510)

\Deny Confess \Deny
\ \
A}

_1)

\

(-1,

/

In prisoner’s dilemma, 1t doesn’t matter which

/




‘_L Combinatorial games

K Two-person sequential game\

 Perfect iInformation

 The outcome Is either of the
players wins

* The game ends In a finite

\ number of moves /




‘_L Combinatorial games

KI'erminal position: A position from
which no moves Is possible

Normal play rule: The last player to

{nove WINS

~

Impartial game: The set of moves at all
positions are the same for both players

/




‘_L Take-away game

/
. There I1s a pile of n chips on the table.

Two players take turns removing 1, 2, or
3 chips from the pile.

The player removes the last chip wins.




‘_L Game tree
ﬁDIayer | 4 \

Player I

\@ [Winner] /




‘_L Game tree
ﬁDIayer | 4 \

Player Il

@ e Player | will win [Winner]
\ e Player Il will win /




i Take-away game

K When n = 4, Player Il has a winning strategy.\

More generally when n is a multiple of 4,
Player Il has a winning strategy.

When n is not a multiple of 4, Player | has a
winning strategy.

The game tree Is too complicate to be analyzed

\ for most games. /




‘_L Zermelo’s theorem

/In any finite sequential game with \
nerfect information, at least one of the
nlayers has a drawing strategy. In
particular If the game cannot end with
a draw, then exactly one of the

\players has a winning strategy. /




‘_L de Morgan’s law

/de Morgan’s law

-
(ANB) = A°UB®

(AUB) = A°NB°

~N

/

\k




‘_L de Morgan’s law

/ For logical statements

-
—VXP(X) <

xﬁP(x)\

~

—3XP(X) < VXﬁP(x)J

\\




‘_L de Morgan’s law

/ Example
&

“All apples are red.”

he negation of

IS

\“There exists an apple which is not red.” Y

\




‘_L de Morgan’s law

/ Example

€

“There exists a lemon which is green.”

he negation of

IS

\\

All lemons are not green.”

~

\\




‘_L de Morgan’s law

/More generally R

e )
— X3y, - X Y P(X, Vo Xy V)

< AXVY, - IX VY, =P Yoy Xy V)
\_ J

\_ /




‘_L de Morgan’s law

ﬁ: i move of 1%t player \

y;: ' move of 2" player

/ —2" player has winning strategy \
& =Xy, -+ VX Y, (2”“' player wins)
= 3x1Vy1---HXKVykﬁ(2”d player Wins)
< X VY, -3 VY, (1St player wins)

\K@lﬁ player has winning strategy J/







In the game Hex, the first player
\has a wining strategy. /




i Hex

/ Need to prove three statements: \

1. Hex can never end In a draw.

2. Winning strategy exists for one of
the players.

3. The first player has a winning

\ strategy. /




i Hex

[

~

ex can never end opology
In a draw.
Winning strategy exists | Zermelo’s
for one of the players. | Theorem

The first player has a
\vvinning strategy.

Strategy Stealing

=4




‘_L Strategy stealing

N

// Suppose each move does no harm
to the player who makes the
move. Then the second player

\ cannot have a winning strategy. y

Examples: Hex, Tic-tac-toe,

\ Gomoku (Five chess). /




‘_L Strategy stealing

/Suppose the second player has a \
winning strategy. The first player
could steal It by making an

Irrelevant first move and then follow
the second player's strategy. This
ensures a first player win which

\Ieads to a contradiction. /




‘_L Strategy stealing

“

\Tic-tac-toe

Can end 1t player has
Game . o
In a Draw winning strategy
Hex No Yes
Gomoku Yes Yes
Yes No

=4




* Never draw

\Hex can never end In a draw./




‘_L Boundary




* Boundary

Uhe boundary has no boundary




* Boundary

-~
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Uhe boundary has no boundary




* Never draw
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‘_L Combinatorial games

4 N

* How to determine which player
has a winning strategy?

* How to find a winning strategy?

. /




‘_L P-position and N-position

/ P-position

The previous player has a
winning strategy.

N-position
The next player has a winning

\strategy.

\

/




‘_L P-position and N-position

ﬂn normal play rule, the player makes the \
last move wins. In this case,

1. Every terminal position Is a P-position

2. A position which can move to a P-
position Is an N-position

3. Aposition which can only move to an
N-position Is a P-position




‘_L P-position and N-position

/P: previous player has winning strategy \

N: next player has winning strategy
4 always A
DB

has a way
N >
: oy

-




‘_L Combinatorial games

/Q. How to determine which player hash

winning strategy?

A. Player with winning strategy for
different initial positions
P-position: Second player
N-position: First player

Q. How to find a winning strategy?
\A. Keep moving to a P-position.

/




‘_L Take-away game

KI' ake-away game \
There is a pile of n chips on the table.

Two players take turns removing 1, 2, or
3 chips from the pile.

\. The player removes the last chip wins. /




i Take-away game

/1. Every terminal position is\
a P-position

~

g
0123456738910 11...

\ 7




i Take-away game

/A position which can move to a\
P-position Is an N-position

4 )

456789 10 11...

0123
QDNNN j




i Take-away game

/A position which can only move\
to an N-position Is a P-position

~

1234567389 10 11...
N NNP j

/ N
u <O




i Take-away game

/A position which can move to a\
P-position Is an N-position




i Take-away game

/A position which can only move\
to an N-position Is a P-position

~

9 10 11 ...




i Take-away game

/A position which can move to a\
P-position Is an N-position

~

56 789 10 11 ...
NNNPNN Nj

1234
N NNP

/ N
u <O




i Take-away game

/Pz{0,4,8, 12, 16, 20,... } N

N = { not multiple of 4 }
4 N

@ always N
has a way
=8




i Take-away game

/- If the initial position is multiple of 4, the\
second player has a winning strategy. If
the Initial position is not a multiple of 4,
the first player has a winning strategy.

A winning strategy Is to keep moving to

\. a multiple of 4. /




‘_L Modified take-away game

/I\/Iodified take-away game \
There is a pile of n chips on the table.

Two players take turns removing 1, 3, or
4 chips from the pile.

\. The player removes the last chip wins. /




i Modified take-away game

/1. Every terminal position is\
a P-position

~

g
0123456738910 11...

& 7




i Modified take-away game

/A position which can move to a\
P-position Is an N-position

~

g
012 56 789 10 11...

1 234
@N N N j




i Modified take-away game

/A position which can only move\
to an N-position Is a P-position

4 )

1234567389 10 11...
QNPNN j




i Modified take-away game

/A position which can move to a\
P-position Is an N-position

~

1234567389 10 11...
NP NNNN j

ﬁ N
u <O




i Modified take-away game

/A position which can only move\
to an N-position Is a P-position




i Modified take-away game

/A position which can move to a\
P-position Is an N-position

~

1234567389 10 11...
NP NNNN PN NNﬂ

ﬁ N
u <O




i Modified take-away game

/A position which can move to a\
P-position Is an N-position

~

1234567389 10 11...
NP NNNN PN P N Nﬂ

ﬁ N
u <O




‘_L Modified take-away game

/" p =1{0,2,7,9, 14, 16,... } N\

= {k: The remainder is 0 or 2
when Kk Is divided by 7}

N=1{1,3,4,5,6,8,10, 11,...}

= {k: The remainderis 1, 3, 4, 5, 6
\ when k is divided by 7} /




‘_L Two piles take-away game

ﬁThere are 2 piles of chips \

« On each turn, the player may either
(a) remove any number of chips
from one of the piles or
(b) remove the same number of chips
from both piles.

* The player who removes the last chip
WINS. /




‘_L Two piles take-away game

't N

P-positions:

{(0,0), (1,2), (3,5), ?,... }

{What 1s the next pair?
e

»




| Two piles take-away game

® P-position

® N-position




Terminal positions are P-positions
(U
| 9 0000800

® P-position

® N-position

= N W s~ U1 O

00000800
SOQ 1 23 45 6 7 /a/




Positions which can move to P-positions

are N-positions
|§ 20000008

7

P00 8S:

- ® P-position
4 ® N-position
3

2

1

@
01 2 3 4 5 6 7




Positions which can only move to

#/N-positions are P-positions
0000068

7

P00 8S:

- ® P-position
4 ® N-position
3

2

1

@
01 2 3 4 5 6 7




Positions which can move to P-positions
are N-positions

*—o—o
7 ¢—0—@
6 0—0—9
5 6—6—o ® P-position
s A G ® N-position
3 ¢—0—9
2 ¢—9—@
1 ¢—0—¢
b\ooo

01 2




Positions which can only move to
N-positions are P-positions

*—o—o
7 ¢—0—@
6 0—0—9
5 6—6—e ® P-position
s A G ® N-position
3 ¢—0—9
2 ¢—9—@
1 ¢—0—¢
b\ooo

01 2




) c <
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n o O
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-
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e
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=
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O
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3/

1 2 3 4 5 6 7

° &




Positions which can only move to

® P-position
® N-position

7))
S RQQQIOIQQQ
.m —— =
Q 0999009099
nhw —— =
5 |O-—9009069099
m e
2 09999090006
S = =
N_”oooooooo
N O I S M AN =

3/

1 2 3 4 5 6 7

* &




‘_L Two piles take-away game

g R
{(1,2) (3,5) (4,7) (6,10) ? ]

\_ /




+

Two piles take-away game

|

\_

\
(12) (3.5) (47) (6,10) (8,13)...
1. Every Integer appears exactly once.
2. The n-th pair is different by n. y




‘_L Fibonacci sequence and golden ratio

@, 1,2,3,5,8,13, 21, 34, 55,... }

/Golden ratio: A

o= 15 1 6180330887..

2

N )




i Golden ratio

n| 1|2 | 3| 4|5 /|67
ng | 1.61|3.23|4.85|6.47 | 8.09 | 9.70 | 11.3
a. | 1| 3| 4|6 |8 |9 |1
b. | 2 | 5 | 7 | 10| 13 | 15 | 18




i Two piles take-away game

ﬁhe nt" pair is
(a,.b,)=([ng] [ng]+n)

the unigue integer such that

\ x—1<|x]<x

~

where [x] Is the largest integer not
larger than x. In other words, [X] IS

/




i Two piles take-away game

mt IS easy the see that the n-th pair satisfieh
'b,—a,=n]
To prove that every positive integer appears

In the sequences exactly once, observe that
4 )

11 2 2,

P @ +1 1+ \/g 3++/5 .
Qnd apply the Beatty’s theorem. /




‘_L Beatty’s theorem

@ppose o and [ are positive

"

Irrational numbers such that.

e
a p

Then every positive integer appears
exactly once in the sequences

~

"o} [Ra) Ba) [4a] [5a]-

8} 281 [3p) [4p) [55)--

~

Yy







‘_L Nim

/There are three piles of chips. \
On each turn , the player may

remove any number of chips
from any one of the piles.

The player who removes the last

\chip wins. /




‘_L Nim

4 N

We will use (x,y,z) to
represent the position that
there are x,y,z chips In the
three piles respectively.

\_ /




‘_L Nim

g

t IS easy to see that (x,x,0) Is at
P-position, in other words the
previous player has a winning
strategy. By symmetry, (X,0,x)
and (0,x,x) are also at P-position.

\_ /

~




‘_L Nim

'k By try and error one may also A
find the following P-positions:
(1,2,3), (1,4,5), (1,6,7), (1,8,9),
(2,4,6), (2,5,7), (2,8,10), (3,4,7),

_(356). (38.11).... y




‘_L Nim

@inary expression: \
Decimal Binary Decimal Binary
1 1, 7 111,
2 10, 8 1000,
3 11, 9 1001,
4 100, 10 1010,
5 101, 11 1011,
\\\\ 6 110, 12 110012://




‘_L Nim

ﬁ\lim-sum:

Sum of binary numbers without carry digit.

Examples: e o)
1. 7®5=7 111, =7
@ 101, =5
10, =2

/

\ \_

N




‘_L Nim

ﬁ\lim-sum:

Sum of binary numbers without carry digit.

Examples: e T an)
2. 23013=26 10111, =23
@ 1101, =13
11010, =26

/

K -

=\




‘_L Nim

moperties:

1. (Associative) x®(yDz)=(xDy)®Dz
2. (Commutative) X®Yy=y®DX

3. (ldentity) x®@0=0® X=X

4. (Inverse) x®x=0

~

Q (Cancellation law) X@y=X®z=Yy=1Z




T*IWm

The position (X,y,z) Is at P-position If
and only If

XOydz=0
g Y




i Nim

/P-positions:

~

decimal | (1,2,3) (1,6,7) (2,4,6) (2,5,7) (3,4,7)
001 001 010 010 011
binary 010 110 100 101 100
011 111 110 111 111

The number of 1’s in each column 1s
\even (either O or 2).

/




/“Examples: SEETIREE ~\
=

1. (7.5,3) 101, =5

[®5P03=1+0 ® 11, =3

It I1s at N-position. Next K 1, =1 y
player may win by removing
1 chip from any pile and

wach P-positions (6,5,3), (7,4,3) or (7,5,2). /




‘_L Nim

Examples:

2. (25,21,11)
25D21P11=7+0

It I1s at N-position. Next
player may win by removing
3 chips from the second pile

11001, = 2&

10101, =21
® 1011, =11

L UL=7

@d reach P-position (25,18,11). J




ﬁxamples: /110012:2§

2.(25,21,11) 10101, =21
B0A01=70 | 1011, A1

It I1s at N-position. Next 111./=7
player may win by removing - / 7‘/

3 chips from the second pile [Note: 2107=18]

@d reach P-position (25,18}41): J




i Financial tsunami

@ules:

The investor may decide the amount of money

he uses to buy a fund in each round.

>

The return rate in each round is 100% except

when “financial tsunami” Occurs.

When the “financial tsunami” occurs, the return

rate 1S -100%.

“Financial tsunami” will occur at exactly one

K of the rounds.




‘_L Financial tsunami

K/Ve may consider the game as a zero\
sum game between the “Investor” and
the “Market”.

Suppose that initially the investor has
$1 and the game is played for n

Krounds. /




i Financial tsunami

@uppose the optimal strategy for the \
investor is to invest $p, in the first

round for some p, to be determined.

Let $x,, be the balance of the investor
after n rounds provided that both the
investor and the “Market” use their

@timal strategies. /




‘_L Financial tsunami

~

&

It IS obvious that that the
Investor should invest $0 if

there is only 1 round (n = 1).
Therefore p, =0and x, = 1.

o




‘_L Financial tsunami

ﬁuppose n = 2 and the Investor invests $p\
In the first round.

{Balance of}
1 Investor
15t round T
1-p] 1+p |
2"d round No FT =T

\ 2(1- p) [ 1+p }/




‘_L Financial tsunami

~

1.

FT L

(1-p]
| No FT
2(1-p)]

FT in 18t round if

No FT \

_1+p |
FT
_1+p |

The optimal strategy for the “Market™ 1s

20— p)<i+p

KZ. FT in 2" round if 1+ p<2(1— p)/




‘_L Financial tsunami

The optimal strategy for the investor Is to

choose p such that

1+ p=21-p)
!
\ 3 Y,

b+l=2
3

3

Therefore

N

Then the balance of investor after 2 rounds Is




‘_L Financial tsunami

other
rounds

&

No FT
2(1-p)]

@uppose there are n rounds. {Balame OR

Investor J

' 1-p]| 1+p

FT In other
rounds

[ (1+p)xn-1J/




‘_L Financial tsunami

/Similar to the previous argument, p, a&
X, should satisfies

[Xn — 2”—1(1_ P ) — (1+ P, )Xn—l]
Replacing n by n-1 in the first equality,
we have

K [ Kn1 = 2" (1_ pn—l) J /




‘_L Financial tsunami

ﬁubstitute it into the second equality, WA

&

obtain

[ 2" (1_ Pra )(1

p,)=2"1-p,)]

Making p, as the subject, we have

/1_ Prs T By = Bt P = 2(1_ P, )\

\_ 3- pn—l )

/




‘_L Financial tsunami

E=s=p

0
1/3
1/2
3/5
213
/7
3/4

719 /

OO N OO OB |{W NN |5




‘_L Financial tsunami

-

Pn

N

0

1/3

1/2 = 2/4

3/5

213 = 4/6

/7

3/4 = 6/8

OO N OO OB |{W NN |5

719

L




‘_L Financial tsunami

ﬁy induction we have
4 )

~n-1
n+1

Pn

.

and

/Xn — 2n_1(1_ Py )\

K N - n+1 Y




‘_L Financial tsunami

-

~N O 01 &~ WO NN - S

Pn
0

1/3
1/2
3/5
213
5/'7
3/4

Xn
1
4/3

16/5

16/3

64/7
16




‘_L Financial tsunami

-~

- .

Nash equilibrium:

It does not matter when the
\“Financial Tsunami’ occurs. p




